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Abstract

Social influence is ubiquitous in politics and
online social media. Here we explore how
social signals from partisan crowds influence
people’s evaluations of political news. For ex-
ample, are liberals easily persuaded by a lib-
eral crowd, while resisting the influence of
conservative crowds? We designed a large-
scale online experiment (N=1,000) to test how
politically-annotated social signals affect par-
ticipants’ opinions. In times rife with misin-
formation and polarization, our findings are
optimistic: the mechanism of social influence
works across political lines, that is, liberals
are reliably influenced by majority-Republican
crowds and vice versa. At the same time, we
replicate findings showing that people are in-
clined to discard news claims that are incon-
sistent with their political views. Considering
that people show negative reactions to politi-
cally dissonant news but not to social signals
that oppose their views, we point to the possi-
bility of depolarizing social rating systems.

1 Introduction

Political polarization – the vast and growing dis-
agreement on political values – has become a sig-
nificant concern in American politics and glob-
ally (Baldassarri and Gelman, 2008; Sides and
Hopkins, 2015). In their 2017 report, Pew Re-
search finds record levels of disagreement on ques-
tions of welfare, race, immigration and foreign
policy in the U.S. (Center, 2017). Whether so-
cial media sites support political polarization has
been intensely debated by scholars and journal-
ists alike. Early studies claim that social cluster-
ing (McPherson et al., 2001; Conover et al., 2011;
Vosoughi et al., 2018) paired with content recom-
mendation systems lead to online “filter bubbles” in
which individuals are exposed mainly to conform-
ing views (Pariser, 2011). More recent research has
challenged this notion, showing that social media

users see a more diverse set of information than
previously assumed (Bakshy et al., 2015; Beam
et al., 2018; Barberá et al., 2015).

This paper explores an alternative mechanism
that might cause polarization on social media sites:
social rating systems may be polarizing in and of
themselves when they aggregate opinions of par-
tisan crowds. We hypothesize that exposure to a
rating from a partisan crowd may have different
effects on liberal and conservative viewers. Given
the pervasiveness of rating systems on social media
sites (Dellarocas, 2003), it is critical to understand
how they interact with political biases.

Research has shown that the aggregated crowd
opinions displayed on social media platforms exert
both normative and informative influence over in-
dividuals (Asch, 1955; Deutsch and Gerard, 1955;
Cosley et al., 2003). While the political makeup of
the crowd is typically not made explicit, viewers
may infer crowd partisanship based on platform
and content cues in many cases. For example, a
YouTube video on the Fox News channel is likely
rated by a majority-conservative crowd, whereas
comments under a New York Times article come
from a more liberal crowd. Being aware of the
ideological slant of a crowd may help to assess
the rating’s informativeness, but may also lead to
dismissal of or identification with the crowd opin-
ion. We propose three hypotheses that extend basic
social influence to political situations:

(a) Out-group resistance: Users may only be
influenced by social signals that come from
a group they identify with. A conserva-
tive may be moved by a conservative crowd,
but indifferent towards signals from a liberal
crowd. Research showing that the effective-
ness of social influence depends on identifi-
cation (Kelman, 1961) and perceived similar-
ity (Berscheid, 1966; Simons et al., 1970) sup-
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ports this hypothesis.

(b) Selective attention: Research on cultural cog-
nition (Kahan et al., 2011) and motivated
reasoning (Kunda, 1990; Taber and Lodge,
2006) has shown that individuals find ways to
discard information that is inconsistent with
their cultural identities. When encountering
crowd opinions, people may selectively attend
to those social signals that affirm their pre-
existing political views. A liberal may con-
sider crowd support for Democrat-consistent
claims, but ignore support for Republican-
consistent claims1.

(c) Signal informativeness: Opinions may be
affected most by informative or surprising
signals. For example, seeing a majority-
Democrat crowd reject a Democrat-consistent
claim is highly informative. Seeing a
majority-Republican crowd reject a Democrat-
consistent claim is less informative. Research
showing that people attend more to unusual
information (Hope and Wright, 2007) moti-
vates this hypothesis that corresponds to ratio-
nal learning from biased information (Calvert,
1985).

We designed a large-scale online experiment
(N=1,000) to test how crowd partisanship affects
news evaluations. Specifically, we evaluated how
politically-annotated social signals affected the
likelihood that participants thought the news they
saw was true. We found that people – as expected –
tended to discard claims that did not align with their
political views. However, they were reliably influ-
enced by social signals independent of crowd parti-
sanship. We find no evidence of selective attention,
and partial support influence based on signal infor-
mativeness among liberals only, who were more
likely to change their evaluation when they saw
an informative signal from a majority-Democrat
crowd.

Generally speaking, our results imply that the
mechanism underlying social influence is non-
political. We discuss how the finding that peo-
ple reject politically dissonant information but are
equally influenced by group opinions regardless
of politics may allow for configurations of social
rating system that mitigate platform polarization.

1The paper is written in the context of the U.S political
system, using left/liberal and right/conservative labels.

2 Background

Our work connects three areas of prior research
that we briefly touch on: social influence, political
bias, and rating systems.

Asch’s conformity experiments (Asch, 1955;
Bond and Smith, 1996) in the 1950s initiated an
extensive field of research on social influence and
group conformity (Mason et al., 2007). People’s
opinions are affected by those of their peers, as
groups exert normative pressure and are a source of
information (Deutsch and Gerard, 1955). Most re-
lated to our study, researchers have found that simi-
larity increases the strength of social influence (Kel-
man, 1961; Berscheid, 1966; Simons et al., 1970)
and that partisan groups may sustain themselves
through social influence (Flache and Macy, 2011).
Pronin et al. have shown that in political debates,
peer influence may affect opinions more than poli-
cies’ actual content (Pronin et al., 2007). In cases
where opinions are not well-formed, observing the
choice of others creates social defaults (Huh et al.,
2014). However, it is hard to separate social influ-
ence from homophily in real-world settings (Shalizi
and Thomas, 2011).

Researchers have extensively studied biases in
political thinking. We know that biased cognitive
processes affect the way people process informa-
tion through motivated reasoning (Kunda, 1990):
individuals have various strategies to be skeptical
of information that may falsify their firmly held
beliefs. Motivated reasoning is associated with atti-
tude polarization (Taber and Lodge, 2006; Slothuus
and De Vreese, 2010), especially for those with
high levels of political sophistication (Flynn et al.,
2017). For example, both liberals and conserva-
tives tend to believe the economy is improving
when their party is in power and vice versa (Bar-
tels, 2002). Individuals may avoid incongruent
information due to the discomfort of cognitive dis-
sonance (Festinger, 1957) it evokes. While some
studies have found that exposing individuals to po-
litically misaligned views may even increase po-
litical polarization (Bail et al., 2018; Nyhan and
Reifler, 2010), such backfire effects have not been
reliably reproduced in follow-up studies (Wood and
Porter, 2019; Weeks and Garrett, 2014).

Researchers have explored the role of social rat-
ing systems in opinion formation. The digitiza-
tion of word of mouth is a pervasive feature of
websites (Dellarocas, 2003). It affects users’ opin-
ions (Cosley et al., 2003) and shapes the diffusion
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Figure 1: Hypotheses on how a partisan crowd could affect a liberal’s evaluation of Democrat-consistent news.

of user-generated content (Bakshy et al., 2009) in
complex ways (Romero et al., 2011). The feed-
back of earlier users affects the behavior of those
who follow (Muchnik et al., 2013), creating sys-
tem dynamics with unpredictable and unequal out-
comes (Salganik et al., 2006). For example, in-
dividuals may take arbitrary political sides on an
issue based on the votes and political association
of the first few users who rate it (Macy et al., 2019).
Most related to our experiment, Messing and West-
wood (Messing and Westwood, 2014) have studied
the effect of social indicators on the selection of
news. They found that social endorsements are
more predictive of news selection than source indi-
cators and that their effect is particularly strong for
partisans selecting news from ideologically mis-
aligned sources. We add to this line of work by
investigating how social signals affect the evalua-
tion of news claims depending on different political
constellations.

3 Methods

We designed and executed an online experiment
to quantify the effect of a social signal from a
politically-annotated crowd on the evaluations of
news. We randomly assigned respondents to either
a control group where they saw no social signal
or one of two treatment groups where they saw
social signals from majority-Democrat or majority-
Republican crowds. We showed participants po-
litical news claims and asked them whether they
thought they were true or false.

3.1 Hypotheses and preregistration

We formalize our research question into a set of
empirically testable hypotheses, drawing on the
types of influence mentioned in the introduction:

(H1) Unpolitical social influence: participants
conform to a group opinion independently of
the politics of the group and the news claim.

(H2) Out-group resistance: Participants follow
the crowd, but only if they politically iden-
tify with the crowd.

(H3) Influence through selective attention: Partic-
ipants follow the crowd only if the crowd
opinion supports their pre-existing views.

(H4) Influence through signal informativeness:
Participants are more influenced by infor-
mative signals where a crowd votes against
its political agenda.

The different hypotheses are summarized in Fig-
ure 1, showing the expected opinion shift (Y-axis)
under each hypothesis for a liberal participant eval-
uating a Democrat-consistent claim. For exam-
ple, the first graph in the second row shows that,
under the selective attention hypothesis (H3), a
liberal would attend to any group that supports a
Democrat-consistent claim, but ignore social sig-
nals that refute the same. We test these hypothe-
ses separately for liberal and conservative partic-
ipants. We preregistered the study, the analysis
and hypotheses (except for H3), available at http:
//aspredicted.org/blind.php?x=hx82az.
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Figure 2: Screenshot of the experiment with annotated variables.

3.2 Experimental design

Our experiment imitated three common elements
of people’s online experience: a news claim ren-
dered as a news headline without the actual article
(element 1 in Figure 2); the aggregated opinion of
prior users who have rated the claim (element 3);
and buttons to rate the claim as either true or false,
similar to rating features on social media platforms
(4). Besides, we displayed the political makeup of
users who supposedly rated the headline before the
participant (2). We varied both the politics of the
headline (1) and the social signal (3) as part of our
experimental manipulation. The composition of the
crowd (2) was explained before the study and did
not change within-subject. The different elements
successively appeared so that participants spent
some time focusing on each. We used a 2x3x2
mixed factorial design:

(1) Headline politics (within-subjects): Each par-
ticipant rated 16 headlines. Four of these
headlines were Democrat-consistent, and four
were Republican-consistent, randomly se-
lected from a pool of true-but-hard-to-evaluate
political headlines (detailed below). The re-
maining eight headlines were non-political
decoys designed to disguise the purpose of
the study.

(2) Crowd politics treatment (between-subjects):
Participants were randomly assigned to one
of three conditions: the control, the majority-
Democrat, or the majority-Republican group.
While participants in the control group saw
no social signal, participants in the treatment

groups were lead to believe that 96 people
had rated the headline before them and 75 of
them–chosen to reflect a clear majority–were
either Democrats or Republicans. We chose a
fixed population of 96 as it is large enough for
a meaningful vote, allows for easy proportion
calculations due to its proximity to 100, and
may look less artificial than 100.

(3) Social signal treatment (within-subjects): Par-
ticipants in the treatment groups saw a so-
cial signal of those who supposedly rated the
headline before them. We manipulated the
signal to overwhelmingly (by a large majority,
e.g., 72 versus 24) affirm two and reject two
Democrat- and Republican-consistent claims
each. The social signal for decoy headlines
was more balanced to give a realistic impres-
sion of crowd deliberation. We chose to show
an aggregate social signal, not separating the
opinions of Democrats and Republicans, in or-
der to reflect the setup of most current popular
social media sites where only see aggregated
social ratings.

We iterated on the design based on multiple us-
ability tests with local volunteers and one pilot
study (N=100) using workers from Amazon Me-
chanical Turk. The tests were performed to confirm
that people understood the manipulation. As a re-
sult of the tests, we animated the display so that
elements (1) to (4) were added to the screen in
succession, calling attention to each element. We
also added additional textual explanations to each
indicator. The N = 100 pilot provided an initial
indication that the manipulation had an effect on
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the dependent variable and helped us plan the size
of the experiment.

We allowed 20 seconds to rate each claim and
disabled the copying of headlines to prevent par-
ticipants from looking them up. Also, we con-
ducted an attentiveness check at the beginning of
the study and asked participants whether they had
searched for headlines online after completion. Af-
ter the main rating task, participants provided de-
mographic information and answered questions
about their political affiliation.

3.3 News claim selection

The experimental design required a set of factual
news claims that can be evaluated as either true or
false, that support either U.S. Democrat or Repub-
lican views, and are not widely known or easily
evaluated. To increase the external validity of the
study, we also wanted the headlines to be represen-
tative of people’s ordinary news consumption.

To collect a set of such headlines, we identified
the top four liberal and top four conservative online
news websites using Alexa traffic rank data2. From
this initial pool of 10,660 headlines, we computa-
tionally extracted the ones that were likely to con-
tain a claim based on ClaimBuster scores (Hassan
et al., 2017), leaving 899 headlines. We then ran-
domly sampled 40 headlines from each news orga-
nization, manually excluding headlines that did not
contain a claim or were not related to U.S. politics.
As we expect the effect of social influence to be
stronger and more robust for claims of which partic-
ipants had little prior knowledge, we evaluated the
headlines in a preliminary survey with N=85 work-
ers on Amazon Mechanical Turk. We asked the
workers to label which claims they thought were
true and removed headlines that were marked as
true in more than 75% of cases. We asked a sec-
ond set of 85 workers to label whether the claims
aligned with U.S. Democrat or Republican views.
Based on these labels, we selected the 15 most pro-
Democrat and the 15 most pro-Republican head-
lines for our study. Besides, we collected a set
of 12 politically neutral decoy headlines, six of
which were randomly shown to participants in the
experiment but were not part of the analysis. We
added two easily discernible and politically neu-
tral fake headlines from a prior study (Pennycook
and Rand, 2018) to assure participants that some

2https://www.alexa.com/topsites/countries/
US

of the headlines they were reviewing were indeed
false. We randomized headline assignments and or-
der for each participant. We include the full set of
headlines in the project’s Open Science Repository
(https://https://osf.io/stjer/).

3.4 Participants

We recruited 1,000 participants through Amazon
Mechanical Turk (AMT) (Buhrmester et al., 2011).
While not nationally representative, samples from
AMT have been shown to reproduce treatment ef-
fects in political research (Coppock, 2018; Clif-
ford et al., 2015) and behavioral research reli-
ably (Mason and Suri, 2012). Recruitment was
limited to U.S. participants of age 18+ with an
approval rate of ≥ 98%. To counterbalance the
over-representation of liberal workers on AMT, we
posted part of our recruitment (n = 250) as a sep-
arate task available for workers that identified as
politically conservative only. Participants received
compensation of $0.80 based on an estimated par-
ticipation time of 4-5 minutes for a projected $10-
12 hourly wage. Participants were debriefed upon
study completion, explained the purpose of the
study and the deception involved, and given the
option to withdraw. The study protocols were ap-
proved by the Institutional Review Board at the
primary investigator’s institution. We excluded par-
ticipants who had failed an attentiveness check,
participants who indicated they had searched for
headlines on the web, and participants who rated
all headlines as either true or false. We also deleted
data of two participants who withdrew after the
debrief, leaving us with a final sample of N=971
participants. As a result of the recruitment strat-
egy detailed above, our participant sample was po-
litically balanced, with 47.8% of our participants
identifying as politically right or right-center. Par-
ticipants on average, were 39.8 years old, 53.7%
identified as female.

3.5 Open Science Repository

The experimental data, analysis code and experi-
ment preregistration are available at https://osf.
io/stjer/.

4 Results

The results show that social influence is effective
and primarily non-political (H1). The results also
provide partial evidence for social influence based
on informativeness (H4). Figure 3 reports the ag-
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Figure 3: Liberals are reliably influenced by majority-Republican crowds and vice versa. N = 1000; error bars
represent 95% CIs. The Y-axis measures the percent of participants who evaluated a headline as “true”, broken
down by the participant’s ideology and the social signal shown. The line slope indicates the strength of the social
influence effect. The effect is similar for majority-Republican and majority-Conservative crowds, except when
liberal participants saw a majority-Democrat crowd confirm news favoring Republican views (bottom right).

gregated evaluations of news headlines. The left
panel shows how participants evaluated headlines
that supported Democrat views, the right panel
show evaluations of news in favor of Republicans.
The middle column on each panel shows the re-
sponses in the control group. Participants here
did not see any social signals, their evaluations
serve as a baseline. The Y-axis shows how often
they said the news they saw was true. For exam-
ple, liberal participants, shown in blue, said that
the Democrat-consistent claims they saw were true
in 66% of cases when they saw no social signal.
Republicans found Democrat-consistent headlines
significantly less credible. To the left and right of
the control group we see how participants evalu-
ated news when the group of prior raters refuted or
rejected a claim. Ratings are split depending on the
ideology of the crowd. For example, liberal partici-
pants thought Democrat-consistent headlines were
true 45% of the time when a majority-Democrat
(D) crowd rejected them. If the same headlines
were rejected by a majority-Republican crowd (R)
instead, liberals thought they were true 51.8% of
the time.

We first test whether the social signal had a
significant effect on evaluations in the treatment
groups using logistic regression (full model spec-
ifications in the preregistration). We find that
across all 16 combinations of treatments and poli-
tics, participants significantly changed their evalu-
ations compared to the control group. We see the
smallest change for liberals evaluating a Democrat-
consistent claim rejected by a majority-Republican

crowd (65.9% to 73.4%; +7.5%, OR=1.42, p<0.05)
and the most substantial change for liberals eval-
uating a Democrat-consistent claim rejected by a
majority-Democrat crowd (65.9% to 45%; -20.9%,
OR=0.42, p<0.001). We can confidently reject the
null hypothesis that the social signal had no effect.

We now turn to the differences due to the par-
tisanship of the crowd. In almost all cases, the
political makeup of the crowd did not have a signif-
icant effect on participants’ evaluations. Only when
a majority-Democrat crowd affirmed a Republican-
consistent claim (bottom right; 52.1% compared to
43.9%; -8.18%, OR=0.72, p<0.01), the indicator
of the crowd’s political makeup had a significant
effect.

In the final part of the analysis, we perform a
regression to estimate how much the different hy-
pothesized types of social influence contributed to
the result. We create three composite variables that
correspond to our hypotheses:

• Group identification (H2): Does the partici-
pant politically identify with the crowd?

• Selective attention (H3): Does the social sig-
nal support the participant’s political views?

• Signal informativeness (H4): Does the crowd
vote against its political agenda?

We model hypotheses (H2) to (H4) separately for
Democrats and Republicans through interactions
of these terms and the social signal. Note that since
we did not include this model in the preregistration,
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Table 1: Model coefficients predicting participants’
evaluations

OR

(Intercept) 2.07∗∗∗

1: Conservative participant 1.097
2: Republican-consistent claim 0.46∗∗∗
3: Politically misaligned claim 0.39∗∗∗

4: Liberal : Social signal (H1) 1.76∗∗∗
5: Liberal : Signal : Identification (H2) 1.104∗
6: Liberal : Signal : Select. attention (H3) 0.861
7: Liberal : Signal : Informativeness (H4) 1.068

8: Conservative: Social signal (H1) 1.62∗∗∗
9: Cons. : Signal : Identification (H2) 0.984
10: Cons. : Signal : Select. attention (H3) 0.956
11: Cons. : Signal : Informativeness (H4) 1.013
σ 2.1∗∗∗

N = 7,643, P < .00001,χ2 = 472.8, LL =−4786.7

Significance codes: ∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.05

the result should be considered exploratory. The
predicted outcome (y j) is the claim evaluation:

y j = α +β1 ·ConservativeParticipant j

+β2 ·RepublicanConsistentClaim j

+β3 ·PoliticallyMisalignedClaim j

+β4 ·SubjectPolitics j : SocialSignal j

+β5 ·SPol j : Signal j : Identification j

+β6 ·SPol j : Signal j : SelectiveAttention j

+β7 ·SPol j : Signal j : Informativeness j

Table 1 shows the regression results. The base-
line (see intercept) is a liberal participant evaluating
a Democrat-consistent claim. We see that conser-
vative participants did not evaluate headlines dif-
ferently from liberal participants on average (line
1 in Table 1). The largest change in evaluations is
predicted by political misalignment with the claim:
Participants were 21.5% less likely to rate a claim
as true when it did not align with their political
views (line 3).

For both liberals and conservatives, we see a sig-
nificant social influence effect: the social signal
raised or lowered their evaluations by about 12%
compared to the control group, independently of
crowd politics (line 4 and 8 in Table 1). In Figure
3, this corresponds to an average drop of ratings by
12% to the left and an average raise of 12% to the
right of the control group. The model does not pre-
dict any interactions between social influence and
crowd partisanship for conservatives. For liberals,

the model finds a significant reaction to the politics
of the crowd, which it captures as combination in-
fluence based on identification (H2, line 5 in Table
1) and informativeness (H4, line 7), correspond-
ing to the observation that the social influence was
about 8% stronger when liberals saw an informa-
tive signal from a majority-Democrat crowd. We
have repeated variations of the analysis while ex-
cluding respondents who identified as independents
or only mildly liberal or conservative, with similar
results.

5 Discussion

Our results confirm that political news claims polar-
ize people. When participants saw a claim that did
not align with their political views, they were 21%
less likely to evaluate it as true, making political
misalignment with a claim the principal predictor
of disbelief. Previous studies have observed such
strong adverse reactions to politically misaligned
content (Hart et al., 2009; Stroud, 2010) and recent
work has shown that they affect evaluations more
than the news source (Jakesch et al., 2019).

Our findings also show that individuals reliably
respond to social influence even in polarized politi-
cal settings. Both liberals and conservatives were
highly influenced by the opinion of the crowd, re-
gardless of its political partisanship. For all types
of crowds respondents were about 12% more likely
to say a claim was true if the crowd supported it,
and 12% less if the crowd rejected it.

While evaluations were significantly affected by
claim politics and the social signal, the strength
of social influence was mostly independent of
the political makeup of the crowd. Conserva-
tives, in particular, did not change how they eval-
uated news claims based on crowd partisanship.
Majority-Democrat and Republican crowds equally
influenced conservative views on all issues. This
finding supports the idea that social influence is
a non-political mechanism (H1), which is sur-
prising given research showing that people are
more influenced by politically like-minded others
(e.g., (Marks et al., 2019)).

Participants identifying as liberals changed their
opinions more when they saw an informative
(that is, unusual) signal from a majority-Democrat
crowd. Specifically, a majority-Democrat crowd
that affirmed a Republican-consistent claim had an
unusually large influence on liberals. This result
partially supports the idea that influence depends
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Figure 4: A slanted social signal from a partisan crowd
on YouTube may reinforce opinions

on informativeness (H4), but only for liberals in
a majority-Democrat crowd (H2). We found no
support for selective influence (H3) and saw no
evidence of backfire effects.

The results raise the question of whether the ex-
periment was adequate to produce the hypothesized
political effects. The design has 90% statistical
power for small effect sizes (Cohen’s f 2 = 0.25).
We also found that our manipulations worked as
intended: Participants believed a claim was true
in only 49% of cases, showing that people had
little prior knowledge of the claims. Claims we se-
lected as Democrat-consistent were more likely to
be believed by Democrats and vice versa. The so-
cial influence manipulation had a significant effect
across all groups, and the crowd partisanship indi-
cator changed the evaluation of liberals, showing
that all manipulations worked as intended.

5.1 Implications

Our findings show that the mechanism of social
influence is largely unpolitical. However, even a
non-political social influence mechanism can in-
crease polarization due to selective exposure.

Polarizing content that appeals to a specific polit-
ical audience is likely to be viewed by a politically
slanted crowd (McPherson et al., 2001; Conover
et al., 2011; Vosoughi et al., 2018). Take as an
example the ratings of a video on the Mexico-U.S.
border barrier posted by CBS on April 2018 (see
Figure 4). Representative polls show that Ameri-
cans are divided on their support for a border bar-
rier, with recent polls finding a majority of 60%
opposing it (Gallup, 2019). The rating system,
however, shows that 86% of those who rated the
border barrier video liked it. This social signal
not only creates a false impression of unanimity,
but it influences subsequent (and mostly conserva-
tive) viewers to evaluate the video more favorably.
Based on our results, even if viewers are aware that
the crowd is partisan and the signal is uninforma-
tive, they are significantly influenced by the social
signal. The rating system may thus reinforce the
audience’s prior views by exposing them to their
own, non-representative opinion.

One way to counteract this would be showing
content to a more diverse audience. Past attempts
at reducing polarization by exposing people to a
more balanced set of views have had mixed success
due to the adverse reactions evoked by politically
misaligned content (Bail et al., 2018; Nyhan and
Reifler, 2010; Wood and Porter, 2019).

As an alternative, we propose to statistically de-
bias ratings. Platforms do not need to not show
raw social signals if they know the audience is non-
representative. Instead, they could use the data they
collect about users to estimate what a rating would
look like if it came from a more representative
population, using techniques such as inverse prob-
ability weighting or methods developed to train
recommender systems on biased data (Schnabel
et al., 2016). Social signals with population correc-
tions would remain informative even in politically
homogeneous settings and would avoid creating
false impressions of unanimity. They would tend to
be more moderate, e.g. showing only 40% support
in the case of the border barrier video (Figure 4).
Our results demonstrate that partisans are reliably
influenced by social signals even if the rating does
not align with their prior opinion. More represen-
tative and moderate social ratings would influence
users on both sides of the political aisle towards a
common ground of more moderate views.

5.2 Limitations

Our study has several important limitations. First,
expressive responding (Jakesch et al., 2019) or de-
mand characteristics (Nichols and Maner, 2008)
could be affecting our results, with participants
providing answers that are not their true beliefs.
However, we have analyzed the results separately
for the subset of more politically extreme partici-
pants, which would be expected to be more prone to
these biases, and found no shift in our results. Sec-
ond, our results are limited to the context of rating
systems on websites. Our design models the expe-
rience of users exposed to political claims on social
media sites and our findings can not be extended
to crowd situations in the offline world. Finally,
we have exposed people to claims and signals once
and asked for their immediate evaluations. How our
findings apply to cases of complex exposures (Cen-
tola and Macy, 2007) and the self-reinforcing polit-
ical processes in social networks (Muchnik et al.,
2013) is to be explored in future studies.
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6 Conclusion

We performed a novel online experiment to evalu-
ate how social signals from a partisan crowd affect
people’s evaluations of political news claims. We
find that while individuals tend to discard news
claims that do not align with their political views,
they are influenced by social signals independently
of the crowd’s political makeup. Based on the ob-
servation that people have negative reactions to
politically opposed content but not to politically
opposed social signals, we have proposed a design
of depolarizing social rating systems.
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